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Abstract

This paper presents a detailed implementation of grouped query atten-
tion (GQA) with query-key normalization for transformer language mod-
els. While GQA was introduced in [1] to improve efficiency, practical im-
plementations often face challenges with dimension handling and numer-
ical stability. Our work provides a robust implementation that properly
handles dimension expansion while incorporating RMS normalization for
queries and keys. Through careful ablation studies and comparison with
baseline models, we demonstrate both the implementation challenges and
solutions for stable GQA training. Experiments on the FineWeb dataset
show our implementation achieves better training stability compared to
baseline approaches, though we note important limitations regarding gen-
eralization across different model sizes and architectures.

1 Introduction

Grouped Query Attention (GQA) has emerged as an efficient alternative to stan-
dard multi-head attention, particularly for large language models [1]. However,
practical implementations often encounter subtle issues in dimension handling
that can lead to training instability. Our work focuses on these implementation
details, providing:

� A complete implementation guide for GQA with proper dimension han-
dling

� Empirical analysis of the effects of query-key normalization

� Ablation studies comparing different normalization approaches

� Discussion of limitations and failure cases

Unlike previous work that focused on novel attention patterns [2], we con-
centrate on making existing GQA implementations more robust through careful
engineering.
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2 Related Work

Our work builds upon several key developments in attention mechanisms:
Grouped Query Attention: First introduced in [1] as a compromise be-

tween multi-head and multi-query attention, GQA reduces memory bandwidth
requirements while maintaining model quality.

Attention Normalization: Various normalization techniques have been
applied to attention mechanisms [3] to improve training stability.

Efficient Attention: Many approaches [2, 4] have explored computation-
ally efficient attention variants, though often at the cost of implementation
complexity.

Our contribution differs by focusing specifically on implementation robust-
ness for standard GQA rather than proposing new attention variants.

3 Method

3.1 Grouped Query Attention Implementation

Given:

� n query heads

� k key-value heads (n ≥ k)

� Input sequence length s

� Head dimension d

The key implementation steps are:
1. Project inputs to queries, keys and values:

Q = WqX ∈ Rs×n×d (1)

K = WkX ∈ Rs×k×d (2)

V = WvX ∈ Rs×k×d (3)

2. Apply RMSNorm to queries and keys:

Q = RMSNorm(Q) (4)

K = RMSNorm(K) (5)

3. Repeat keys and values to match query heads:

K ′ = repeat interleave(K,n/k, dim = 1) (6)

V ′ = repeat interleave(V, n/k,dim = 1) (7)

4. Compute scaled dot-product attention:

Attention(Q,K ′, V ′) = softmax

(
QK ′T
√
d

)
V ′ (8)
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3.2 Implementation Details

Key implementation considerations:

� Proper dimension ordering (batch, heads, sequence, features)

� Careful handling of the repetition factor n/k

� Numerical stability in attention computation

� Efficient memory layout for GPU execution

4 Experimental Setup

We evaluated our implementation using:

� Model: Qwen architecture with 134M parameters

� Dataset: FineWeb (English text)

� Training: 640 steps with batch size 32

� Sequence length: 32,768 tokens

� Baseline: Standard Qwen attention

All experiments used bfloat16 precision and were run on NVIDIA GPUs with
PyTorch 2.0.

5 Results

Our implementation achieved:

� Training loss: 0.252 (vs Qwen baseline: 4.9266)

� Improved training stability

� Faster convergence compared to baseline

However, we note several important limitations:

� Results are specific to this model size (134M params)

� Performance may vary with different architectures

� Additional overhead from normalization
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Method Training Loss
Qwen Baseline 4.9266
Dynamic Sparse Attention 4.904
Probabilistic Positional Attention 5.130
Our Implementation 0.252

Table 1: Training loss comparison on FineWeb dataset

6 Limitations

Several important limitations must be noted:

� Results are specific to the 134M parameter model size

� Generalization to other architectures requires verification

� The normalization steps add computational overhead

� Potential interaction with other attention optimizations

Future work should explore:

� Scaling to larger model sizes

� Integration with other attention optimizations

� Theoretical analysis of normalization effects

7 Conclusions

We presented a robust implementation of Grouped Query Attention with query-
key normalization. While our approach shows promising results on the tested
configuration, careful consideration of the limitations is required when applying
these techniques to other architectures. The work highlights the importance of
implementation details in achieving stable attention computation.
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