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Abstract

This paper presents a rigorous empirical investigation of polynomial
activation functions in transformer feedforward networks through our pro-
posed Contextual Gated Polynomial Network (CGPN). Our evaluation
demonstrates that CGPN achieves comparable but slightly worse perfor-
mance than standard approaches, providing insights into the limitations
of polynomial expansions in transformer architectures.

1 Introduction

The evolution of transformer feedforward networks has seen progressive refine-
ment from simple ReLLU activations to sophisticated gated variants. Our work
systematically evaluates whether higher-order polynomial terms can improve
upon established mechanisms while maintaining parameter efficiency.

2 Method

The CGPN consists of three components:
1. Polynomial Expansion:

3
P(z) = wa (1)

2. Contextual Gating;:
9(x) = o(Wz +b) (2)

3. Normalization: LayerNorm applied pre-activation.



3 Results

Our _evaluation shows:
Method  Validation Loss

SwiGLU 4.9266
CGPN 4.971

4 Conclusion

While CGPN demonstrates feasibility, standard gating mechanisms may repre-
sent a local optimum in the design space.



