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Abstract
This paper investigates dynamic scaling modifications to gated feed-
forward networks in transformers. Our modified architecture achieves a
validation loss of 5.239 compared to the SwiGLU baseline of 4.927. While
demonstrating that straightforward modifications fail to improve upon the
baseline, this work offers insights into feedforward design robustness.

1 Introduction

We investigate modifications to gated feedforward networks in transformers.
Our study evaluates whether dynamic scaling can improve upon standard SwiGLU
implementations.

2 Method

Our modified feedforward layer implements:
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where « is a learned scaling parameter.

3 Results

Our approach achieved:
Method  Loss
SwiGLU  4.927
Ours 5.239

4 Conclusion

Our investigation yields negative but valuable results about feedforward design
robustness.



